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Abstract. There has been a recent trend of performing user studies in vir-
tual or augmented reality instead of the real world. While this brings a num-
ber of advantages, it has several drawbacks, including the high effort nec-
essary to replicate the experimental setup in the virtual environment and the 
fact that most studies are tailored to a specific hardware configuration, mak-
ing it difficult to run on a different setup. We present an extended reality 
(XR) framework that enables laypeople to create and publish XR experi-
ments that can be run by participants on various types of XR equipment. 
The framework features multi-user interaction and an open asset database 
to create and share assets such as 3D objects, textures, and behavior 
scripts. It is currently under development, and we plan to release the first 
stable version along with the source code in the near future. 
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1.  Introduction 
 
User studies have always been an important tool in most scientific fields to gain 

insights into users’ interactions with specific environments and verify the acceptance 
of new technologies. 

High availability and reduced costs of virtual reality (VR) and augmented reality (AR) 
equipment facilitate a recent trend towards performing such user studies in virtual re-
ality (VR) or augmented reality (AR). This brings various advantages, such as user 
safety when research questions require confronting users with potentially dangerous 
situations (Shibata & Fujihara 2002), time and cost-effectiveness in studies requiring a 
difficult and time-consuming setup (Mottura et al. 2003), or ethical questions when in-
volving humans or animals (Balcombe 2004). VR and AR technologies further enable 
studies to be executed in a controlled environment and under replicable settings (Miller 
& Bugnariu 2016). 

In this paper, the term extended reality (XR) is used to refer to a combination of VR 
and AR. Despite the many advantages of performing user studies in XR, there are a 
number of limitations to be considered when transferring user studies from real life into 
a virtual environment. For example, the setup of a believable XR environment involves 
a high effort, as, in most settings, a team of software engineers needs to replicate a 
real-world scenario in XR and develop mechanisms to enable means of interacting with 
the virtual objects. This greatly limits the accessibility of this technology for researchers 
who do not have expertise in creating such XR experiences themselves. Furthermore, 
most XR experiments are tailored to one single use case and bound to a specific hard-
ware setup, making it difficult to replicate experiments in different locations, which di-
rectly affects the number of participants that can be recruited for a study. 
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Freely available game engines, such as Unity (Unity Technologies, San Francisco, 
California, USA) and Unreal (Epic Games, Cary, North Carolina, USA), have greatly 
increased the accessibility of game development, including XR integration. However, 
hardware-specific subtleties and performance-related concerns still exclude laypeople 
from creating and running XR studies.  

Through our proposed framework, we aim to enable all users to create their own 
interactive XR environments without the need to write code or configure hardware 
equipment. 

 
 

2.  Concept 
 

Requirements 
 
As a first step, we identified the specific requirements of a framework that enables 

laypeople to create their own XR experiments. We accomplished this in a series of 
small focus groups consisting of non-computer scientists who are experienced in run-
ning user studies but have little or no experience in setting up virtual reality environ-
ments, as well as experienced XR developers and users. 

We worked out the following requirements for the basic version of the XR frame-
work: 

• It must support the creation of a 3D room and allow custom objects to be placed 
within that room. 

• At least two people need to be able to be present at the same time, and interactions 
between users and objects in the virtual environment need to be visible to the other 
user(s) and vice versa. 

• It has two modes (or two different views). The first is the editor mode, where users 
set up the environment, define the behavior of objects, and configure the ways in which 
the participants interact with them. The finished scene is then stored in a central re-
pository from where it can be accessed in the second mode, the play mode. In this 
mode, the participant wears a head-mounted display or AR goggles and operates the 
input devices to take control over the avatar defined in the editor mode. 

• A repository of predefined assets (e.g., 3D models, textures, and behavior scripts) 
is available in the editor mode. The user can add them to the scene. The repository 
can be extended by the developers, and the new content is made available to all users. 

• The user defines the number of avatars (players) that can be in the room concur-
rently. When running the experiments, these players are synchronized via an online 
server, so the players can be in physically different locations but participate in the ex-
periment by meeting virtually in a collaborative space. 

Figure 1 gives an overview of an example workflow within the proposed framework. 
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Figure 1. Overview of the example workflow. The experiment creator designs an XR experiment us-

ing the framework’s editor mode. The creator can add predefined assets from the asset 
repository or add custom assets. A finished experiment is published in the experiment re-
pository, from where it can be downloaded by the experiment players on different ma-
chines. The experiment server synchronizes the participants’ interactions when multiple 
users participate in the experiment concurrently. 

 
 

3.  Realization 
 
We used Unity as the foundation for our framework, taking advantage of its elabo-

rate features, especially integration of common VR and AR hardware. 
 

3.1  Editor 
 
As a first step, we built the editor view of the framework, where a user can create a 

new virtual scene from scratch. As with other 3D editors, users are offered a set of 
tools to modify the content of the scene. These include adding a new object from the 
asset database, removing, translating, rotating, and scaling objects, and setting object-
specific properties, such as mass and whether the object should collide with others. 

Figure 2 shows a screenshot of a scene being edited. 
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Figure 2. Editing a scene with the XR framework editor. The scene explorer on the left shows a list 

of all objects present in the scene. One or multiple objects can be selected and translated, 
rotated, and scaled using the respective handles directly in the 3D scene. The right panel 
shows properties of the selected object(s) and allows the user to change them. 

 
The scene can be locally saved as an XML file. The file includes all objects, proper-

ties, and scene settings and does not depend on the platform running the editor. In 
addition, the scene can be published to the cloud server from where it can be run with 
the XR framework player. 
 
3.2  Player 

 
The XR framework player is used to run scenes previously created with the editor. 

A scene can be loaded from a local file or directly accessed by connecting to a pub-
lished scene on the server. While loading an object from a local file allows only one 
local user in the scene, multiple users can be present concurrently in the scene running 
on the server. The player also provides a test environment to locally test scenes. This 
is possible even without appropriate VR or AR equipment. Keyboard and mouse inputs 
simulate actions such as looking and walking around or grabbing and moving an ob-
ject. 

Figure 3 shows an object being moved using a mouse. 
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Figure 3. A local scene being tested with the XR framework player. The user can walk through the 

scene by using the W, A, S, and D keys on the keyboard and look around by moving the 
mouse. Tangible objects can be grabbed and moved. 

 
3.3  Multi-user interaction 

 
The XR framework allows multiple users to be present in an online collaborative 

room. It therefore synchronizes all movements and actions of the users, so they can 
interact with each other. This requires a server to track each user’s actions and send 
updates to the other players. 

Figure 4 shows an excerpt from a session with two clients running a scene. 
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Figure 4. Communication between two clients and a server. The top part shows the connection se-

quence where both clients join an online room. The middle part is the main loop where 
clients continuously update their position and the positions of objects they interact with 
(e.g., “Cube” or “Plate”). The bottom part shows the end of the experiment where a client 
disconnects. 

 
 
4.  Current status and next steps 
 

The prototype of the XR framework offers a helpful, yet very limited, set of features. 
The current version has proven to have stable multi-user synchronization and seam-
less integration with current VR equipment. 

We are working on extending the framework to include other types of hardware, 
such as AR headsets and hand and eye trackers, and integrate more tools to create 
and customize XR experiments. 

Our goal is to make the XR framework and its source code available as soon as 
possible. Updates are published on our research platform https://spaghettivar.org. In 
this way, we hope that users and creators will join us in creating content and features 
and contributing to the development of the framework. 
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